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Abstract—Light detection and ranging (LiDAR) has 
been widely used for airborne surveillance and 
autonomous driving. The ability of robotics or even 
micro-robotics can be drastically enhanced if 
equipped with LiDAR, but very light and small LiDAR 
must be used. Micro-robots have sizes close to birds 
or insects, and almost all existing LiDAR are too 
heavy and too large for them. In this work, a novel 
MEMS LiDAR, with its optical scanner separated from 
its base, is proposed and demonstrated. The scanner 
head will be carried by a moving micro-robot while the 
LiDAR base is fixed on the ground. There is a thin, flexible optical/electrical cable connecting the scanner head to the 
base. The scanner head consists of a MEMS mirror and a rod lens, which weighs only 10 g and measures under 4 cm 
long. The MEMS mirror has an aperture of 1.2 mm × 1.4 mm and can scan a field of view (FoV) of 9° × 8°. As the micro-
robot and the optical scanner head moves with respect to the optical receiver, an IMU (inertial measurement unit) has 
been embedded in the scanner head to track the motion and an algorithm has been developed to reconstruct the true 
point clouds. The movable head LiDAR can acquire 400 points per second and detect targets up to 35 cm away. A 
micro-robot can carry the scanner head while it is moving, and the point clouds can be generated at the LiDAR base. 
This new LiDAR configuration enables ranging, mapping, tracking, and zoom-in scanning for micro-robots. 

 
Index Terms— MEMS mirror, micro-robotics, electrothermal actuation, LiDAR 

 

 

I.  Introduction 

ICROROBOTS are intelligent systems inspired by insects 

and birds and have shown significant potential to conduct 

tasks such as surveillance, pollination, and small target delivery 

[1]. Currently, most microrobots use optical flow sensing or 

inertial measurement unit (IMU) for navigation and exploration 

[2][3]. Light detection and ranging (LiDAR) devices have been 

widely used for robotics [4]-[6]. LiDARs can make accurate 

dynamic distance measurements for mapping and avoiding 

obstacles, attracting great interest in micro-robotics [7][8]. 

Traditional LiDARs used in automotive vehicles typically 

employ motorized scanners and stacks of multiple lasers and 

photodetectors, so they often weigh in kilograms and measure 

in decimeters [9][10]. 

Fortunately, Micro-Electro-Mechanical Systems (MEMS) 

technology can be used to drastically reduce the weight and size 

of LiDAR scanners and build compact LiDAR systems [4][11] 

-[14]. For instance, Xu et al. demonstrated a MEMS-based 

LiDAR with a small volume of 103 mm × 90 mm × 95 mm [13]. 

Wang et al. developed a low-power, small-size 3D LiDAR 

prototype based on an electrothermal MEMS mirror [12], which 
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had an overall size of 21 cm × 9 cm × 6.5 cm and weighed 

around 200 g. Mitsubishi Electric also introduced a MEMS 

LiDAR with dimensions of 108 mm × 105 mm × 96 mm [14]. 

Different from a conventional LiDAR, a MEMS mirror-based 

LiDAR only needs one laser transmitter to generate a 2D field 

of view (FoV), which significantly simplifies the LiDAR 

structure.  

However, even equipped with a small and light-weighted 

MEMS mirror, a MEMS LiDAR is still too large and heavy for 

micro-robotics. This is because other components of the 

LiDAR, including the laser, photodetector, optics, and 

electronics, are typically much bigger and heavier than the 

MEMS mirror. 

On the other hand, most micro-robots today still use 

electrical wires to deliver power due to the lack of ultra-high-

density micro-batteries [1][3][17]. For example, the Robobee, 

an insect-like micro air vehicle (MAV) developed by Baisch 

and Wood [1], can fly in an enclosed space under a relatively 

low speed with attached electrical wires for power. With a 

LiDAR that can detect its surroundings, the Robobee would be 

able to complete many specific tasks in some narrow and 

dangerous environments, like finding a person buried in 
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earthquake rubbles, or surveilling a chemical-leaked room 

through a small window. Interestingly, in microendoscopic 

imaging applications, those miniature endoscopic probes rely 

on external light sources and photodetectors and employ optical 

fibers and very thin electrical wires to deliver and receive both 

optical and electrical signals[18]. These methods inspire the 

idea of an optical scanner detached (OSD) LiDAR design 

proposed in this work. As shown in Fig. 1, the OSD LiDAR 

consists of a detached optical scanning head and a fixed base 

module, both of which are connected by a thin, flexible cable 

with an optical fiber and electrical wires embedded. The optical 

scanning head is mainly composed of a 2-axis scanning MEMS 

mirror, weighs only 10 g, and has dimensions of 36 mm × 30 

mm × 13 mm. The base module of the LiDAR includes the laser 

source and optical photodetector as well as their associated 

optics and electronics. As shown in Fig. 1, the key difference of 

this OSD LiDAR from other LiDAR systems is that the optical 

scanner and the laser source and photodetector are located on 

two different platforms. The optical scanner moves with the 

micro-robot carrying it while the laser source and optical 

receiver are fixed at the LiDAR base. Thus, an inertial 

measurement unit (IMU) is proposed to track the position of the 

optical scanner in this work.  

 
The detached scanner head is much smaller and lighter than 

the base module of the whole LiDAR and can be carried by a 

micro-robot. The point cloud generation algorithm of this novel 

LiDAR is developed. This new OSD LiDAR configuration 

enables ranging, mapping, tracking, and zoom-in scanning for 

micro-robots, and the proof-of-concept experiments are 

demonstrated. 

II. IMPLEMENTATION OF THE MEMS-BASED OSD LIDAR 

Fig. 2 shows the schematic design of the LiDAR with a 

detached MEMS scanner head. A MEMS mirror, a C-lens 

collimator, and an IMU (MPU9250, InvenSense) are packaged 

in the scanner head. A 1 m-long optical fiber delivers laser 

pulses to the scanner head from the laser source on the LiDAR 

base. Bundled with the fiber, a few thin electrical wires are 

routed to the scanner head to control the MEMS mirror and 

receive the IMU’s signals.  

The employed MEMS mirror is based on electrothermal 

bimorph actuators that are made of the inverted-series-

connected (ISC) bimorph actuation structure reported in [19]. 

Fig. 3(b) is an SEM image of a fabricated ISC MEMS mirror. 

This MEMS mirror is selected to balance the trade-off between 

the mirror plate size and the non-resonant scanning FoV. The 

MEMS mirror has an optical aperture of 1.4 × 1.2 mm2 and a 

non-resonant FoV of 9° (horizontal) × 8° (vertical). The 

scanning angle is controlled through a look-up-table method.  

The laser exiting from the fiber is collimated with a C-lens 

collimator and an iris is used to ensure the laser beam shine only 

on the MEMS mirror plate. A 3D printed structure is used to 

assemble the MEMS mirror, C-lens, iris, and IMU altogether. 

A prototype of the OSD LiDAR is shown in Fig. 3(a), whose 

weight is about 10 g. Fig. 3(c) is a picture taken from the 

backside of the optical scanner head, where the IMU is visible. 

 

 

 
All other components of the OSD LiDAR are packaged in 

the LiDAR base, including the laser and its driver circuit, the 

photodetector and its optics and electronics, the MEMS driver 

circuit, the timing unit, and the microcontroller (MCU). The 

laser source is a 905 nm solid-state pulse laser (905D2S3J09R, 

Laser Components USA, Inc.) with a pulse width of 50 ns and 

a peak power of 0.6 W measured at the collimator output, while 

the photodetector is an APD (Avalanche Photodiode, C12702-

04, Hamamatsu Inc.). A condenser lens with a diameter of 27 

mm is used to increase the receiver’s aperture and collect more 

return light, and the full acceptance angle of the receiver is 15°. 

LiDAR base 

Optical/Electrical 
Signal Lines 

MEMS 
scanner head 

Fig. 1.  Our envisioned design for micro-robots with the Robobee 

[1] as an example. 

Fig. 2.  The schematic of the OSD LiDAR with a detached 

scanner head. 

L
a
s
e
r 

C
o
lli

m
a
to

r 
 

MEMS mirror 

IM
U
 

Fiber and electrical 

 

Scanning 

FoV 

Receiver’s FoV 

Photodetector 
MCU TDC 

Electrical 

port 

Laser port 

Fig. 3.  (a) A prototype of the proposed LiDAR. (b) The MEMS 

mirror used in the LiDAR scanner. (c) Backside view of the 

scanner.  
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The received optical signal is amplified and sent to a 

comparator with a fixed threshold voltage. The analog signal is 

converted to a digital signal and sent to a time-to-digital 

converter (TDC, TDC7201, Texas Instruments) to calculate the 

time of flight. Two commonly used methods are adopted to 

improve the accuracy. First, two time-stamps at the head edge 

and the tail edge are measured and averaged for each return 

pulse to compensate for the amplitude variations. In addition, at 

each MEMS mirror scanning position, four laser pulses are 

fired, and the acquired signals are averaged to decrease the 

jitter. A depth accuracy of 1.5 cm is achieved. The 

synchronization of the timestamps of the laser trigger, the time 

of flight (ToF) acquisition from the TDC, and the MEMS mirror 

actuation are realized by the MCU. 

III. SIGNAL PROCESSING AND POSITION-TRACKING 

ALGORITHM 

The point cloud generation of the OSD LiDAR is different 

from those of conventional LiDAR systems. To generate the 

point cloud, a conventional LiDAR can simply convert the 

measurement data from a spherical to a Cartesian coordinate 

system. However, for the OSD LiDAR, the relative position and 

orientation between the moving scanner and the fixed 

photodetector are varying over time. Thus, we must consider 

two coordinator systems, or two frames, namely, the fixed 

frame XYZ and the moving frame X’Y’Z’, as illustrated in Fig. 

4(a). 

 
XYZ is the LiDAR base reference frame and X’Y’Z’ is the 

moving LiDAR scanner head frame. The origin of XYZ is set 

at the photodetector while the origin of X’Y’Z’ is at the center 

of the MEMS mirror and Z’ is perpendicular to the surface 

plane of the MEMS mirror chip. The IMU is placed near the 

MEMS mirror chip, and the primary axes of the IMU are 

assumed to be aligned with X’Y’Z’. Both rotation and 

translation operations are needed to transform from XYZ to 

X’Y’Z’, represented by the rotation matrix, R4×4, and the 

translation matrix, T4×4 [20], which can be obtained from the 

initial orientation and position of the MEMS mirror chip and 

the real-time data from the IMU or a vision-based motion 

tracking system. 

As shown in Fig. 4(a), upon the operation of the LiDAR, the 

MEMS mirror scans θ(t) and φ(t) along its rotational axes, i.e., 

Z’ and X’, respectively, and sends a laser pulse to the target 

(point P). The laser pulse reaches the photodetector after 

traveling a distance d, which is equal to d1 + d2, where d1 is the 

distance from the MEMS mirror to point P and d2 is the distance 

from point P to the photodetector. Note that the calculated ToF 

distance also includes the optical path length of the optical fiber, 

which is a known value and can be directly subtracted.  

To obtain the point cloud in the scanned field of view, we 

need to calculate the coordinates of P in the XYZ frame, 

denoted as P (xp, yp, zp). Before that, the coordinates of 𝐏 in the 

X’Y’Z’ frame, denoted as P’ (xp’, yp’, zp’), must be calculated 

first. Assume the coordinates of point O in the X’Y’Z’ frame 

are xo’, yo’, and zo’, respectively. Then, as shown in Fig. 4(b), we 

have, 

𝑑 = 𝑑1 + 𝑑2 (1) 

where, 

𝑑1 = √𝑥𝑝′
2 + 𝑦𝑝′

2 + 𝑧𝑝′
2  (2) 

𝑑2 = √(𝑥𝑝′ − 𝑥𝑜′)
2
+ (𝑦𝑝′ − 𝑦𝑜′)

2
+ (𝑧𝑝′ − 𝑧𝑜′)

2
 (3) 

Here d is obtained from the ToF data of the LiDAR and xo’, 

yo’ and zo’ can be calculated using the translation and rotation 

matrices, i.e., 

[

𝑥𝑜′
𝑦𝑜′
𝑧𝑜′

1

] = 𝑅 ∗ 𝑇 [

0
0
0
1

] (4) 

Also, yp’ and zp’ can be represented by xp’, and the scan angles of the 

MEMS mirror as follows, 

𝑦𝑝′ = 𝑥𝑝′ tan 𝜑 (5)  

𝑧𝑝′ =
𝑥𝑝′

sin𝜃
 (6) 

Combining Eqs. (1)-(6), we can solve for 𝑥𝑝′, 𝑦𝑝′ and 𝑧𝑝′ . 

Finally, the point cloud P’ (xp’, yp’, zp’) is transformed from the 

moving frame X’Y’Z’ to P(xp. yp. zp) in the LiDAR base 

reference frame XYZ as follows, 

[

𝑥𝑝
𝑦𝑝
𝑧𝑝
1

] = (𝑅 ∗ 𝑇)−1 [

𝑥𝑝′
𝑦𝑝′
𝑧𝑝′

1

] (7) 

IV. EXPERIMENTAL RESULTS 

The OSD LiDAR has a maximum detection range of 35 cm 

with a white paper as the target. The 35 cm range may be only 

useful for slowly moving MAVs, and a longer range is 

achievable by using a higher power laser. The depth accuracy 

at 30 cm is 1.5 cm. The error from the orientation/translation 

measurement will result in a distorted point cloud or a shift of 

the center of the point cloud. Since the maximum range is small, 

the distortion and shift of the point cloud are not noticeable. The 

errors of the translation and orientation measurement are about 

0.5 cm and 0.3 cm, respectively, both of which are much 

smaller than the LiDAR range error.  

The measurement rate of the LiDAR electronics is 400 points 

per second. The frame rate and the spatial resolution can be 

adjusted. For example, a maximum frame rate of 6.25 fps can 

be achieved with a spatial resolution of 8 by 8 pixels, or a 

Fig. 4.  (a) The schematic of the relationship between the frames. 

(b) The point cloud seen in the moving frame X’Y’Z’.  
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maximum spatial resolution of 20 by 20 pixels can be achieved 

with a slower frame rate of 1 fps. 

Currently the OSD movement range is manually confined in 

the detector’s FoV. The detector’s FoV (15° by 15°) is made 

wider than the scanner’s FoV(8° by 9°). In the future, closed-

loop feedback and/or incorporation of a rotatable detector will 

be developed to automatically control the effective FoV. 

A. Types of Graphics Zoom-in scanning with the 
detached optical scanner 

The OSD LiDAR can perform zoom-in scanning by moving 

the detached scanner closer to the object of interest to improve 

the diffraction limit resolution. Assuming a Gaussian laser 

beam, the laser spot size ω(z) on the object with a distance z is 

given by 

𝜔(𝑧) =  𝜔0√1 + (
𝑧

𝑧𝑅
)2 ≈ 𝜔0

𝑧

𝑧𝑅
, (8) 

where 𝜔0  is the beam waist, which relates to the size of the 

MEMS mirror plate and 𝑧𝑅 is the Rayleigh range. The closer 

the scanner to the object, the smaller the laser spot size on the 

object is, resulting in higher transverse resolution. 

For the experiment, an object (a paper fence as shown in Fig. 

5(a)) is first placed 31 cm away from the scanner head and the 

MEMS mirror scans the area in the dashed-line box in Fig. 5(a). 

The resultant point cloud is shown in Fig. 5(c), where only 3-4 

points are generated along the width direction of each paper 

board and the edges of the point cloud are noisy. Then the 

detached scanner head is moved closer to the paper fence at 15 

cm, resulting in a smaller scanning area (the dotted-line box in 

Fig. 5(a)). The corresponding point cloud is shown in Fig. 5(d), 

where 5–6 points are present across each paper board and the 

edges of the point cloud become sharper.  

B. Point cloud stitching with the moving scanner 

The next experiment is to demonstrate the mapping 

capability of the OSD LiDAR. Through the fusion of the 

LiDAR point clouds and the states of the scanner head, multiple 

frames of the point cloud can be stitched together to generate a 

larger point cloud for mapping.  

The dotted-line boxes shown in Fig. 6(a) represent different 

scanning FoVs of a static object. The scanner head moves 

and/or rotates to scan the areas outlined by the four boxes 

sequentially and the four corresponding point clouds are shown 

in Fig. 6(b). The point clouds are translated according to the 

motion of the scanner and are merged as shown in Fig. 6(c).  

C. Tracking with the detached scanner 

A mobile target may move out of a LiDAR’s FoV, but most 

LiDARs may not be able to track rapidly moving targets. The 

optical scanner detached (OSD) LiDAR developed in this work 

can overcome this limitation. Since the detached scanner is 

much smaller than the LiDAR itself, this OSD LiDAR can 

move and rotate much faster than other LiDARs.  

The paper cut in Fig. 7(a) is the object to be tracked. The 

paper cut is moving from position A to B, C, and D, as shown 

in Fig. 7(b). The scanner head is rotated and moved manually 

using optical posts and elevation/rotation platforms to keep the 

object always in the center part of the LiDAR’s scanning FoV. 

The generated point clouds are shown next to the object in Fig. 

7(b). 

 
There are still some limitations of this LiDAR. For example, 

when the detached scanner moves, the laser beam may scan out 

of the photodetector’s FOV. This is because the photodetector 

is fixed toward one direction and does not move with the 

MEMS scanner. If the return optical signal is also collected on 

the movable head and fiber is used to deliver the return light to 

the LiDAR base, then the scanner head can move in all 

directions. The trade-off is the receiver’s optical aperture will 

Fig. 5.  (a) The test object (a paper fence) with two scanning 

areas outlined that correspond to two scanner positions. (b) The 

scanner head is 15 cm and 31 cm away, respectively. The point 

clouds are collected with the scanner head at 31 cm (c) and 15 

cm (d) from the paper fence.  

(a) (b) 

15 cm 31 cm 

Scanner 

head  
Scanner 

head  

Photodetector 

(c) 31 cm (d) 15 cm 

(c) 

(b) (a) 

Fig. 6.  (a) The target object. The four dashed boxes represent 
the different FoV’s of the scanner head as the scanner head 
moves. (b) Point clouds collected at different FoV’s. (c) The 
stitched point clouds. 

Authorized licensed use limited to: University of Florida. Downloaded on September 24,2021 at 16:24:45 UTC from IEEE Xplore.  Restrictions apply. 



1530-437X (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2021.3079426, IEEE Sensors
Journal

6  IEEE SENSORS JOURNAL, VOL. XX, NO. XX, MONTH X, XXXX 

 

be much smaller if it is on a movable head, which limits the 

collected light and the maximum detectable distance. 

 

V. CONCLUSION 

In this study, we have demonstrated a novel MEMS-based 

LiDAR with a detached optical scanner. In this optical scanner 

detached (OSD) LiDAR, a thin, flexible cable with an optical 

fiber and electrical wires embedded connects the optical 

scanner and a LiDAR base module. The optical scanner is 

mainly composed of a 2-axis MEMS mirror, weighs only 10 g, 

and measures 36 mm × 30 mm × 13 mm. The detached scanner 

is much smaller and lighter than the base module of the whole 

LiDAR and can be easily carried by a micro-robot. The base 

module of the LiDAR includes laser transmission and detection 

and the associated optics and electronics. An algorithm to 

generate point clouds for the OSD LiDAR is developed. This 

new LiDAR configuration enables ranging, mapping, tracking, 

and zoom-in scanning for micro-robots.  
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(a) 

Fig. 7.  (a) The target object at position A. (b) The target object is 

moved to position B, C and D, meanwhile the scanner head 

rotated/moved to make sure the object is in the LiDAR’s FoV.  
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